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Case 1. Improve Performance with Supercomputer Services
Supercomputer Saves Data Processing Time

Reduced the operation time from 48 hours to 3 hours
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Multiple Processes Supercomputers

Graphics Processing Unit (GPU)

Multithreaded QDA Program
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_ The Hypothesis: Using super computer's
Message Passing Interface (MPI) high processors, GPU programming, and

problem instructions MPI to distribute the tasks in multiple CPUs,

- IIIII I I I=~- the data processing in a supercomputer
would be much faster than in a single HPC

— IIlIl I I |=¢- that takes 48 hours can be done in 3 hours

on a supercomputer.

— IIIII I I |=~- Input/output Latency: Data IO may take 2

hours to up/download to supercomputers.
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The Proof Result: a data processing work

A Use Case of Big Data

LingLing Dong Idong@Ideo.columbia.edu Nick Frearson nfre@Ildeo.columbia.edu

Modern science significantly depends on data and data technologies to quantitatively
describe the objects under research. In our polar research, we employ a sophisticated
set of instruments to study the ice-sheets. The data we collect and process comes to
more than 100 TB a year across several physically distinct campaigns. This can be
defined as big data. The technologies we apply through the phases of data collection,
analysis, visualization, modeling, publication, and archiving invoke some new big-data
machinery that we would like to share and discuss with other colleagues in different
fields.

Field Radar Data Collection
Encounter Ice Sheets

B

L - B L.
e e
N\ g
N 3
i . ; B i E‘- u
g gl -
- -

Real Time Sub-
Sampling of
oeherent Signals

=0
40
30
20
|

out

; . _Tme {5}
62 04 08 0B

- . _ ___Inverse FFT
Convolution with Reference Function =

L F( ) = F(f) - Flg) _ [
FUAIxFo)=F(F-9) Wy

sssss

.0 km
77777777

Integration to Supercomputers

Modules in the Tied Layers

Every module is an entity that performs a unique functionality in the system and it
contains computers and software services developed by our staff.
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Welcome to our

Polar Geophphyics Group at

data are included in any publications or campaigns at both poles in collaboration "Investigators are expected to share with
resentations. All inquiries and comments with the National Science Foundation, other researchers, at no more than
regarding this website should be sent NASA, the New York Air National Guard, incremental cost and within a reasonable
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Map Server

Open Data
Portal

Lamont-Doherty Earth
Observatory

We are committed to making data from our
publicly funded projects available free to the
public.

Get Data

Data Server

e use the relevant citations if these We are involved in airborne geophysical NSF Open Data Policy (AAG V1.D.4)

XSEDE Portal

The Polar Geophysics Group
web server,
wonder.ldeo.columbia.edu,

will host services from the map
servers, the data publication | e
servers, and our science portal
iIn the XSEDE supercomputer :
center.

Data Visualization
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Case 2: Improve Performance in Big Data Operations

Resolved the Big Data Caused CPU Stress
Reduced CPU usage from 100% to 15%
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File Connection
Server
Server socket() ~ Client
| socket(IP, port)
accept()
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The Problem: During data acquisition, the data rate of the deep ice data radar can be as high as
86MB per second. This high volume of data caused data flow problems in the network. Using the
ordinary socket method, the data is choked at the Internet port and stresses the data

acquisition computer CPU.

The Resolution: Applied new programming technology of socket channel that opens a channel
connection from the radar instrument to the computer, easing the data flow through the network.
In addition to the new network connection, a file channel also opens to allow writing data to

the data files on the fly.

The Result: The observation of the CPU usage goes down from 100% to 15%, and the
performance remains good constantly.

Lamont HPC iFm

Hardware Layer ir!

Enterprose
M T O
WorkCtaten
Aoplicaticn
sQL e gt
Database o =
NS
| Provate
Metwrork
Compyute Node
1
T e

MNetwvework swwibtch

Computing
Services

hMaster nodcde

ANO1 FLOB
201411419 (UTC)

1| . TB -
an ¥

DATA-MINING

OO0 0O0=00Os00Oro
I I
DO00000000000000
OHHOREORE ORH O
HOHE0HEOHEOF HOH
o I 5 o R T
HOOROOR 000000
O o o [ O T
o e o L s |
ooocoodbo0000000

® & 13 ﬁ?jb
Hadoop

Data Treasure
///Theater\
%/Amm\ /Greenland
PodINS ~ SpanGNSS  LeicalGNSS Leica BaseGNSS DGS INS MCM Base GNSS IMAR INS v E i D
G U S
Radar E : '.” )
vel2_| ev|e I evel aw. evell_| evel2_| evel2_Li
B o<f mmn o E Data Layer
j , R j We perform data processing, data
i - visualization, data mining etc.
———— _— We store the meta data and the products in STORAGE
Data Mining the designed file system, and a big database I - e \)%gtu
for virtual reality (VR) data as an example. Al &
. READ MORE ‘
\ SQL Query Result

T Data
SENVICES

Database


mailto:ldong@ldeo.columbia.edu
mailto:nfre@ldeo.columbia.edu

	Slide 1

